“Statistical methods of data processing”
Examination questions
LECTURE 1

1. Arandom variable is called discrete, if its set of values:
a) countable

b) uncountable
c) finite

d) infinite

2. The sum of probabilities of the infinite discrete random variable distribution
set is equal to:
a)0

b) 1
C) +oo

d)0,1

3. The cumulative distribution function F (x) of the random variable X is called
the probability of that:

a) that it will take on the value smaller, than the argument of function x
b) that it will take on the value not smaller, than the argument of function x
c¢) that it will take on the value larger, than the argument of function x

d) that it will take on the value not larger, than the argument of function x

4. Cumulative distribution function F (x) takes on the values:
a) [0;1]

b) [0; + oo

c) [-o0; + oo



d) [-L+1]

5. The distribution function F (x) is:
a) nondecreasing function

b) decreasing function
¢) nonincreasing function

d) increasing function

6. The probability of the random variable X value getting to the interval
[X1; x2) is equal to:

a) F (x1) - F (x2)
b)F (x1) + F (X2)
C) F (X2) - F (xa)
d)F (x2) + F (x1)

7. The distribution density f (x) is equal to:
dF(x)
dx

a)

b) JX' F (x)dx

—00

(= =}

c) J‘ F (x)dx

—o0

d) J‘ F (x)dx

8. The distribution density f (x) assumes the values:
a) [-1; 1]

b) [0; + oo



C) -0+ oof

d) [0;1]

9. The transfer from distribution density f (x) to distribution function F (x) has
the form:

X

a) F (x):j f (x)dx

—o0

b) F (x) = T f (x)dx

—o0

—+o0

c) F ()= [ fdx

X

of (x)

d) F(x)= P

10.The probability of the random variable X value getting to the interval
[a; b) equals:

a) .T f (x)dx

a

b) [ f(x)dx

c) f(b)—f(a)

d) f(a)-f(b)



LECTURE 2
1. Mathematical expectation of the discrete random variable X is equal to:

a) ixi P

b) T X - f(x)dx

1 n
c) H;xi

0

d) j f (x)dx

—00

2. Mathematical expectation of the random variable X characterizes:
a) average value of the random variable

b) the most probable value of the random variable
c) dispersion degree of the random variable values

d) degree of randomness

3. Mathematical expectation of continuous random variable X is equal to:

a) ixi Y

b) T X - f(x)dx

1 n
c) Hiz_llxi

d) T f (x)dx

4. M [X] = 1. Mathematical expectation of variable Y =4 - 2Xis equal to:



a) 2
b) -2
c)0
d) -4

5. The mathematical expectation of random variable X is equal to:
a) a(x)

b) a,(X)
C) (%)

d) #5(X)

6. Mathematical expectation of the centered random variable X is equal to:
a)0

b) 1
c)-1
d) Dx

7. Dispersion of the random variable X characterizes:
a)mean value of the random variable

b)the most probable value of the random variable
c)dispersion degree of the random variable values

d)degree of uncertainty

8. Dispersion of the continuous random variable X is equal to:

a) j x2 f (x)dx—m2



b) T (x—m,) f(x)dx
c) T x? f (x)dx—m,

d) T (x—m, )*dx

9. D [X] = 1. Dispersion of random variable Y =4 - 2X is equal to:
a) 8

b) -2
c)0
d) 4

10.Dispersion of random variable X is equal to:
a) a(x)

b) a,(X)
C) (%)
d) w(x)T

11.D [X] = 9. Standard deviation o, is equal to:
a)l

b) 2
c)3
d) 4

12.Practically all values of random variable X are within the interval:
a) [m, —3o,;my +30,]



b) [my —oyx;my +oy]
c) [m, —3D,;m, +3D,]

d) [, —3m,;o, +3m,]



LECTURE 3

1. Mathematical expectation of the random variable, uniformly distributed in
interval [1; 5] is equal to:
a) 1

b) 2
c) 3
d) 4

2. Dispersion of the random variable, uniformly distributed in interval [1; 5] it is
equal to:
a) 1

b) 2
c) 4/3
d) 3/4

3. Random variable X with the exponential distribution law assumes the values:
a) [0; 1]

b) [0; + oo
C) [- o0; + 0]

d) [-1; 1]

4. Random variable X with normal distribution law assumes the values:
a) [0; 1]

b) [0; + oc]
C) [- o0 + o]

d) [-1;1]



5. Random variable X with the X2 (Chi-square) distribution law assumes the
values:
b) [0; 1]

b) [0; + o]
C) [- o0; + 0]

d) [-1; 1]

6. Random variable X with the X2 (Chi-square) distribution law assumes the
values:
c) [0;1]

b) [0; + 0]
C) [- oo; + 0]

d) [-1; 1]

7. Random variable X with the Student distribution law assumes the values:
d) [0; 1]

b) [0; + o]
C) [ o0; + 0]

d) [-1;1]

8. Random variable X with Fisher distribution law assumes the values:
b) [0; 1]

b) [0; + 0]
C) [- o0; + 0]

d) [-1; 1]

9. Random variable X with Gamma distribution law assumes the values:
c) [0; 1]



b) [0; + o]
C) [- o0; + 0]

d) [-1; 1]

10.Which of the following distributions of the random variable depends on one

parameter:
a) uniform

b) X2 (Chi-square)
c) normal

d) Gamma

11.Which of the following distributions of the random variable depends on one

parameter:
e) Fisher

f) uniform
g) normal

h) Student

12.Which of the following distributions of the random variable depends on two

parameters:
i) Fisher

j) Student

k) X2 (Chi-square)

I) exponential

13.Which of the following distributions of the random variable depends on two
parameters:
m) exponential



n) Student

0) X2 (Chi-square)

p) Gamma



LECTURE 4
1. The cumulative distribution function of random variable Y = ¢(x), where ¢(x)

— is @ monotonously increasing function, is calculated under the formula:
w(y)

a) G(y)= [ f(x)dx

—00

+00

b) G(y)= [ f(x)dx

w(y)

¢) G(y) = f(w(y))‘w ’(y)\

d) G(y) = fw Y)|w ()

2. The cumulative distribution function of random variable Y = ¢(x) where ¢(x) —

Is @ monotonously decreasing function, is calculated under the formula:
w(y)

8) G(y)= | f(xdx

—00

+00

b) G(y)= [ f(x)x

w(y)

€) G(y) = f(w(w'(y)

d) G(y) = ' ()|w(y)|

3. Distribution density of random variable Y = ¢(x) where ¢(X) — is a

monotonously increasing function, is calculated under the formula:
w(y)

a) g(y)= | f(xdx

—o0

+00

b) g(y)= | f(x)dx

w(y)

¢) g(y) = f(l//(y))‘w '(y)\

d) g(y)=f( (YY)



4. Distribution function of random variable Y = ¢), where ¢) — is a

monotonously decreasing function, is calculated under the formula:
w(y)

a) g(Y)= [ f(x)dx

—00

+00

b) g(v)= [ f(x)dx

w(y)

€) g(Y)=f(w(y)

w'(y)

d) g(")=f @' (M)

5. Random variable Y =—4Ina (where o -is a random variable with uniform
distribution U(0,1)) have following distribution:

a) Exponential distribution

b) Normal distribution

2
c) X (Chi-square) distribution

d) Student distribution

6. Random variabley = a + 5./~ 2In o, sin(2z,) (Where as, o -is a random
variables with uniform distribution U(0,1)) have following distribution:

a) Exponential distribution

b) Normal distribution

2
c) X (Chi-square) distribution

d) Student distribution

k
7. Random variable y =»"u? (where Uy,-- Uk — are independent random
i=1

variables with normal distribution N(0,1)) have following distribution:

a) Exponential distribution



b) Normal distribution

2
c) X (Chi-square) distribution

d) Student distribution

u
8. Random variable Y = ﬁ (where U and V — are independent random

variables, U with normal distribution U € N(0,1) , and V with 1 (Chi-square)
distribution V € H(K))) have following distribution:
a) Exponential distribution

b) Fisher distribution

2
c) X (Chi-square) distribution

d) Student distribution

9. Random variabley = V/Trl‘: (where V and W — are independent random variables
w

with XZChi-square distribution V € H(m) and W € H(K) respectively)) have

following distribution:
a) Fisher distribution

b) Normal distribution

2 o
¢) X (Chi-square) distribution

d) Student distribution



LECTURES

1. Chebychev’s inequality has the form:
a) p(X—-my|>¢g)<D, /&’

b) p(X -—my|=¢g)<m, /&
c) P(X-m|<e)<D,/&?

d) p(X —m,|=¢)<o,/&°

2. The following relation takes place:
a) p(X—-m,|=30,)<1/9

b) p(X -—my|=30,)=1/9
c) p(X—-m,|=>30,)<3/4

d) p(X —-my|=30,)<1/4

3. Probability p(|X —m,|<20y)
a) >0,75;

b) <0,25;
c) <0,5;
d) >0,5;

4. The sequence of random variables X, converges in probability to variable

p
a X, — a,if forgo- arbitrary small positive numbers:

n—oo

a) p(X-my|<e)>1-6

b) p(X-m,|<e)<1-6



C) p(X-my|=e)>1-6

d) p(X-my|=e)<1-6

. With increase in the number of the conducted independent tests n, arithmetic mean
of random variable values X converges in probability to:
a) my;

b) Dx;
C) Oy

d) a;

. With increase in the number of the conducted independent tests n, the frequency
of occurrence of random event A in n tests converges in probability to:

a) p (A);
b) n;
c) 1;
d) A;

. The distribution law of the sum of independent uniformly distributed random
variables for unbounded increase in the number of summands indefinitely verges
towards:

a) Fisher distribution;

b) normal distribution;
c) exponential distribution;

d) Student distribution;

. The central limit theorem is applicable for the sum of a great number of random
variables X;, if:
a) D, ~D nna Vi (for)



b) m, = m s Vi
C) m,= 0 mus Vi

d) D,= 0 ms Vi

9. In the central limit theorem mathematical expectation of the sum of a great
number of random variables X;, is equal to:

a) m, =Zmi

i-1
b) m, m s Vi
C) m,= 0 mus Vi

d) m=m, mua Vi

10.In the central limit theorem the dispersion of the sum of a great number of random
variables X;, it is equal to:

a) D, = ZDi

i1
b) D, = D, nua Vi
C) DY =0 ma Vi

d) D,=D, ana Vi



LECTURE 6

1. Mathematical statistics is the science dealing with methods of processing the
experimental data, obtained as a result observation:
a) random phenomena;

b) nonrandom phenomena;
c) unusual phenomena;

d) mysterious phenomena;

2. Sample of n size will be representative, if:
a) n>100;

b) itis carried out randomly;
C) it contains repeated values;

d) it does not contain repeated values;

3. The sample of n-size representing general population will be representative, if:
a) of maximum size;

b) is representative;
C) contains maximum values;

d) does not contain repeated values;

4. Variational series - is a sample:
a) arranged in ascending order;

b) carried out randomly;
c) containing repeated values;

d) not containing repeated values;

5. Variable X in 10 tests has values: 4, 1, 3, 4, 2, 5, 1, 3, 6, 4. Empirical distribution
function F *(3) is equal to:
a) 0,3;



b) 0,5;
c) 0,4;
d) 0,7;

6. The sample size is equal to 80. The number of intervals in the interval statistical
series should be taken equal to:
a) 9;

b) 40;
) 4;
d) 20;

7. The sample size is equal to 10000. The number of intervals in the interval
statistical series should be taken equal to:
a) 15;

b) 100;
c) 4;
d) 50;

8. The number of intervals in the interval statistical series equals 10. The area sum of
all histogram rectangles constructed based on its basis is equal to:
a) 1;

b) 10;
¢) 0,1;
d) 100;

9. Rectangles of equi-interval histograms have identical:
a) width;

b) height;



C) area;

d) diagonal,

10.Rectangles of equiprobable histograms have identical:

a) width;
b) height;
C) area;

d) diagonal;



LECTURE 7

1. Estimate Qs called consistent, if;
a) with increasing the sample size n it converges in probability to parameter value

Q;
b) its mathematical expectation is precisely equal to parameter Q for any sample
Size;

c) its dispersion is minimum relative to dispersion of any other estimate of this
parameter;

d) it is point;

2. Estimate Q is called unbiased, if:
a) with increasing the sample size n it converges in probability to parameter value

Q;

b) its mathematical expectation is precisely equal to parameter Q for any sample
size;

c) its dispersion is minimum relative to dispersion of any other estimate of this
parameter;

d) it is point;

3. Estimate Q is called as efficient, if:
a) with increasing the sample size n it converges in probability to parameter value

Q;

b) its mathematical expectation is precisely equal to parameter Q for any sample
size;

c) its dispersion is minimum relative to dispersion of any other estimate of this
parameter;

d) it is point;

4. The consistent point estimate of mathematical expectation X is equal to:



1 n
d) Hli_:l[xi

. The consistent biased estimate of dispersion S* is equal to:

1,
d) Eizzllxi

. The consistent unbiased estimate of dispersion S(f Is equal to:



7. Random variable X in 10 tests had values: 4, 1, 3, 4, 2, 5, 1, 3, 6, 4. The estimate
of probability that X = 4 is equal to:
a) 0,1;

b) 0,2;
¢) 0,3;
d) 0,4;



LECTURE 9

1. The confidence interval for mathematical expectation of random variable X with
unknown distribution law has the form:
So°Z,

7

S
a) Xx——

an

<m <X+

2. The confidence interval for dispersion of random variable X with unknown
distribution law has the form:

a) Si-z /ni_lsg <D, <524z, /ni_lsg

b) (n 1)S? <D, < (n-1)S;
Zl+}/

1—7, -1 =7 -1
2 2

z Sy-z
2 <D, <SZ+—>-2
n

C) S;-
2 2
d) s;-z, ,ESO <Dy <S;+12, /n_—lso

3. The confidence interval for dispersion of random variable X with the normal
distribution law has the form:

a) Si-z, /ni_lsg <D, <524z, /ni_lsg

b) (n-1S; 1)S2 <D, < (n-1)S;
Zlﬂ/ n-1

2
L
2

So 2 Sy-z
C) S- °n7<DX<S§+ Ony



2 2 2 2
d) s;-z, /n—_180<DX <Ss+12, n_—lso

4. The confidence interval for probability of event A in the Bernoulli scheme of
independent tests has the form:

. , "A-p° . , ‘A-p
a) p_Z;/. p(np)<p(A)<p+Zy' p(np)
b) p*—zy.\/%<p(A)<p*+zy-\/%

C) p-z -$< p(A) < p*+zy.—\/p(t]_p)

4

d) p'- \/F< p(A)<p*+zy-J?

Z._ -~
"'



LECTURE 10
1. The error of first kind ("the target drop-out") for two-alternative hypothesis {Hp,

H1} consists in that:
a) Hypothesis Hg will be rejected if it is true

b) Hypothesis Hg will be accepted if it false
c) Hypothesis Hg will be rejected if it is false

d) Hypothesis Hg will be accepted if it is true

2. The error of the second sort ("false operation") for a two-alternative hypothesis
{Ho, H1} consists that:

a) Hypothesis Hg will be rejected if it is true
b) Hypothesis Hg will be accepted if it false
¢) Hypothesis Hp will be rejected if it is false

d) Hypothesis Hg will be accepted if it is true

3. Significance level - this is:
a) Probability to make the error of the first kind

b) Probability to make the mistake of the second kind
¢) Probability not to make the error of the first kind

d) Probability not to make the mistake of the second kind

4. In the first series of 25 tests, event random A has appeared in 5 tests, in the second
series of 100 tests, event random A has appeared in 25 tests. The criterion for
hypothesis test about equality of probabilities of event A in these series is equal
to:

a) 1/20

b) 9/20



c) 1/4
d) 1/5



LECTURE 11

1. Pirson criterion has the form:

2
a) Zzzn%(pj_pj)
=1

Pj

o\ 2

b) ZzzM%(pl pj)
=1 Pj

*\2

0 Zzzn%(pj_*pj)
=1 Pj

<\ 2

d) ZzzM%(pJ *pj)
=1 P

2. By the sample size of 100 values of random variable X, the interval statistical
series is constructed, containing 10 intervals, and the hypothesis about exponential
distribution law of random variable X is put forward. The number of degrees of
freedom for Pirson criterion is equal to:

a) 7

b) 8
c) 90
d) 88

3. By the sample size of 100 values of random variable X, the interval statistical
series is constructed, containing 10 intervals, and the hypothesis about normal
distribution law of random variable X is put forward. The number of degrees of
freedom for Pirson criterion is equal to:

a) 7

b) 8
c) 90



d) 88

. Kolmogorov's criterion has the form:
a) A= \/H mﬁx‘F*(Xi) - FO(Xi)‘

b) 2=-min|F"(x) - Fy(x)

n
c) /I:n-malx
1=

F™(x) = Ry (%))

d) A=n-min|F"(x) - F,(x)



LECTURE 13

1. The hypothesis test about equality of mathematical expectations of random
variables X and Y is carried out by means of:
a) t-Student criterion

b) F-criterion
¢) Wilcoxon test

d) Pirson criterion

2. The hypothesis test about equality of dispersions of random variables X and Y is
carried out by means of:
a) t- Student criterion

b) F-criterion
c) Wilcoxon test

d) Pirson criterion



LECTURE 14

1. The two-dimensional random variable is:
a) the set of two random variables which take on the values as a result of one and

the same experience;
b) the set of two random events which can occur in one and the same experience;

c) the set of two random variables which take on values independently from each
other;

d) the set of two random events which can occur independently from each other;

2. Two-dimensional cumulative distribution function F (X, y) assumes the
values:
a) [-1;1]

b) [0; + oo [
C) ]-o0;+oof

d) [0;1]

3. For two-dimensional distribution function F (x, y) the limit relation is valid:
F(-o,y) =0

F(-o,y) =1
F(—oo,y) = *+oo

F(-o0,y ) = -0

4. For two-dimensional distribution function F (x, y) the limit relation is valid:

F(X,-0) = O
F(X,-0) = 1
F(X,-00) = +oo
F(X,-0 ) = -0



a)

b)

c)

5. For two-dimensional distribution function F (x, y) the limit relation is valid:
a) F(4o0,40) = 0

b) F(4o0,+x) = 1
C) F (400, +0) = +oo

d) F(4+c0,+x0) = -0

6. Transition from two-dimensional distribution function F (x, y) to one-
dimensional distribution function F(x) has the form:
a) F(x) = F (x, + )

b) F(x) = F (+,y)
C) F(x) = F (X, -)

d) F(x) = F (-0,y)

7. The two-dimensional distribution density f (X, y) assumes the values:
a) [-1; 1]

b) [0; +oo]
c) ]-o0;+of

d) [0; 1]

8. Transition from two-dimensional distribution density f(x, y) to one-dimensional
distribution density f (x) has the form:

—+o0o

f ()= | f(x y)dy

—00

of (X, y)

f (x) = e

—+00

f (x):j f (x, y)dx

—00



f oo 2Teey)

d) OX

9. Transition from two-dimensional distribution density f(x, y) to one-dimensional
distribution density f (y) has the form:

—+o0

a) f(y)=[ f(x y)dy

—o0

f(y)= 249

b) oy

—+o0

o f(y)=[ f(x y)dx

—00

10.The criterion of independence of two continuous random variables X and Y has
the form:

a) f(x,y) =, X)LV Xy
b) f(x,y) = f,(x)+f(y)vVxy
c) f(xy) = fH XLV XYy

d) f(xy) =X+ ()svxy

11.Transition from two-dimensional distribution density f (x, y) to conditional
distribution density f (x/y) has the form:

a) f(x/y) = ff(x(’y3)’)

b) f(x/y) = ff(x—(x?

c) f(x/y) =f(x y)-f,(y)

d) f(x/y) =f(x y)-f(x)



LECTURE 15
1. Mathematical expectation of component X of two-dimensional random variable
(X, Y) is equal to:
a) a,4(x,Y)
b) aO,l(X’ y)
C) M,o(x1 y)

d) /Jo,l(xi y)

2. Mathematical expectation of component Y of two-dimensional random variable
(X, Y) is equal to:

a) al,O(X! y)

b) ay, (X, Y)

C) IU.L,O(X! y)

d) 16,(x,y)

3. Dispersion of component X of two-dimensional random variable (X, Y) is equal
to:

a) a,,(X,Y)
b) a,,(X,Y)
C) /12,0()(1 y)

d) Ho o (X y)

4. Dispersion of component Y of two-dimensional random variable (X, Y) is equal
to:

a) a,0(X,Y)
b) ao,z(x’ y)

C) oo (X,y)



d) Ho o (X, y)

5. Correlation moment Kxy of two-dimensional random variable (X, Y) is equal
to:
a) al,l(x’ y)

b) ay0(X,Y)
C) ﬂo,o(x1 y)

d) s4,(x,y)

6. Correlation moment Kxy of two-dimensional discrete random variable (X, Y)

is calculated under the formula:
a) az1 (X, y)-mymy

b) %o (x,y)- MyMy
C) oo (X, Y)- oz (X, Y)

d) :ul,l(X’ y) + mey

7. Correlation moment Kxy of random variables X, Y assumes the values:
a) [-1;1]

b) [-oyovi+oyxoy]
C) ]-o0;+0]

d) [-D,D,;+D,D,]

8. Correlation moment Kxy of independent random variables X, Y is equal to:
a) -1

b) O
c)l



d) 0.5

9. Correlation coefficient Ryy of random variables X, Y assumes the values:
a) [-1;1]

b) [0; + oo
€) J-o0; o]

d) [0; 1]

10.Correlation coefficient Rxy of random variables X and Y=2X - 4 is equal to:
a) -1

b) 0
c)1
d) 0.5

11.Correlation coefficient Ry of independent random variables X, Y is equal to:
a) -1

b) 0
c)1
d) 0.5

12.Regression of X to y ( conditional mathematical expectation) my, represents:
a) function from x

b) function fromy
c) function from x and fromy

d) constant

13.Regression Y to x (conditional mathematical expectation) my represents:



a) function from x
b) function fromy
¢) function from x and fromy

d) constant



LECTURE 16

1. The consistent unbiased estimate of the correlation moment of sample of size n
Is equal to:

2 Ry :%é(xi —%)(ys - ¥)

A 1 o _ =
b) ny :mé(Xi _X)(yi _y)

C) va = Zn:(xi _i)(yi -Y)

d) KXY = ni(xi _i)(yi _y)

2. The consistent estimate of the correlation coefficient is calculated under the
formula:;

n

Z(Xi - 7)(yi - 7)

a) éXY - =

S Sy

> (4 %)Y, - )

b) ﬁxvz = =
g(xi—i)zg(yi—y)z
RPNCERICAR)
C) FAQXY: Lt

(5 =% 2 (v -9

1 _ _
ﬁ;(xi =X)(y; = Y)

d) IQXY = " ;
2.(% —Y)ZZ(yi _7)2
i=1 i=1
3. The confidence interval for correlation coefficient with reliability 7 for the

case of two-dimensional normal distribution looks like:



4 The check of the hypothesis that random variables X and Y have the identical
distribution law is carried out by means of:
a) t-criterion

b) F-criterion
c) Wilcoxon test
d) Pirson criterion

5 To test the hypothesis about homogeneity (equality) of two samples

Hot R(X) = F,(x) is used the statistics:

A =~nmax | Fy(x) = F*(x)]

"= 62 0-2
*\2
M{pj—P
ZZZMZ( J J)
i1 Pj
n m
U 2225”






LECTURE 17

1. Correlation field (scattering diagram) for a two-dimensional random variable
(X)Y) —this is:

a) The image of test results in the form of points on the plane in the Cartesian
coordinate system

b) Regression lines Y toxand Xtoy
c) Empirical regression lines Y tox and X toy

d) function graph f (x, y)

2. The regression function of random variables X and Y is
correlation coefficient
conditional dispersion
conditional mathematical expectation
conditional probability density

3. The least squares method is used to determine:
a) dependence type of the empirical regression line

b) the empirical regression line parameter values
¢) mathematical expectation point estimates
d) dispersion point estimates

4. The least squares method target function has the form:

n

a) Z[yi_q)(xi’aﬂ ----- am)]2

i=1

i=1

n

d) Z[yi +¢(%, 89, .., am)]2

i=1



5. The system of the equations in the least squares method

m
for fitting curve Y = Zajxj has the form:
j=0

a)

M=

_ 8, (%) =, (%, ¥;), k=01....m

J

I
o

b) > aa (%) =a.(x,y;)k=01..,m
j=0

C) Za‘jdj+k(xi)=dk,2(xi7yi)lk=0111""1m
j=0

d) Zajdk (%) :dk,Z(Xi Y1), k=01,....m
j=0
6. The system of the equations in the least squares method

m -
for fitting curve y = Zajxj has the form:
j=0

d) Zajdhk(xi):&k,l(xi!yi)!k:O’li""!m
j=0

e) > a,a(x)=3d.(x,y)k=01..,m
j=0

f) zajdj+k(xi)=dk,2(xi1yi)’k:011!“"1m
j=0

d) iajo}k(xi) =a,(%,¥),k=01,...,m
j=0

7. The estimate of linear regression function Y on X is:






